Math 561, Spring 2011
Final, May 10

Do your best. We are as much interested in your ability to think and reason as the correct
answers.

1. Let {X,; n € N} be independent and identically distributed random vari-
ables with common law given by P{X; =1} = p € (0,1)\ {3} and P{X; = -1} =1 —p.
Define S, = }"7 | X;. For any integer z, define T, = inf{n : S, = z}. Let p(z) = (1=2)=,

p
Fix also integers a < 0 < b and define T &of min{7,, T;}.

(a) Show that ¢(S,) is a martingale with respect to the filtration
Z, & 0{Xm; m < n}.

(b) {20 points| Show that P{T < co} = 1. Hint: compute limp .o = In (Sy).
(c) |20 points| Show that

p(b) — 9(0)

P{T, < T} = ————.

<} =0 —ola)

Hint: Consider the quantity ¢(St).

2. |50 points| Let X be a bounded or nonnegative random variable, and let ¢ be a sub
sigma-algebra of #. Let P’ be a second probability measure on (§2, %) which is absolutely
continuous with respect to P, and let E’ be the expecation operator associated with IP'.

(a) Prove that P-as., E [£|4] > 0.
(b) Prove that

E[XF|Y]
E[Fl¥]

E'[X|9) =

3. |50 points| Let {u;; ¢ € £} be a collection of probability measures on R, where .# is
some index set. For each i € .#, define the characteristic function

ei(0) q—Ef/ e/ (dr).  HER
R

Recall that {j;; ¢ € #} is said to be tight if for every € > 0, there is a compact subset
K of R such that

sup p; (K°) < €.

i€s
Show that {u,; ¢ € #} is tight if {¢;; ¢ € #} is equicontinuous in a neighborhood of
the origin. The point here is that control of the characteristic function near the origin
controls the tail behavior of the u;’s. We will break this up into several parts.

(a) |10 points| First prove that

%/_Z {1 - <Pi(_‘9)+2<Pi_(—9)} “= /zem\{O} {1 B Em"(Tém} )
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(b) |20 points| Show that
L
w0 < [
o

——2/L

2/L {1_ M}d&.

Hint: you might first understand the structure of the function f(z) - SILI(I-)

You might separately consider the cases |z} > 2 and |z| < 2.
(¢) |20 points| Show that indeed {u;; i € £} is tight if {¢;; i € #} is equicontinuous

in a neighborhood of the origin.

4. Suppose that {X;, Xs, ...} is an independent collection of random variables
such that E[X,] = 0 and E[X;] < 1. Show that lim, o, 22 = 0 almost surely.
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